
































































































































































































Begging Bootstrapping Aggregation

LIFE
Tootstrapif

in average of obs in Tr goes to one of Tri

O
is

if thereis a strong attr in original tree
it mightbe usedeverywhere in Tri
Ithen trees might look the same

O
Extent

Sowe randomly
I buildtree

selectJpof
ater got It o

o



































































































































































































HILO
I predict the Te set

roughly 3 of obs in Tr does not go to anyof Tie

o ta Its

any tree did not used observation Xx
then used to make a prediction forYg

Outofbeggingerror i

each tree used to predict has an error

OBE treedigIridictionFEE

Randomforest can run Parallel causeeach tree does

not depend on other

Boosting trees are different they run sequential



































































































































































































for BoostingTree we mainly do Adapaggfisting

Boosting

q
sequential
0each new tree tries to correct the error of the

first one

Adaboost is doing mostly on weight

gincase
didfireditmirweeight
A
I sequential

I B

yy

at
sematial






































































































https://www.youtube.com/watch?v=LsK-xG1cLYA&t=378s
















O weight

dataset
X X2 X Y

givesampleweight to each Ism w

then we took eachof X X X to classify the samples




































































































f
we calculate giniindex for each of

them

GiniIndex

ICA 1 É
Proportionof

obs
belong

to
49s

smallerginiindexbetterimpunity
O
I

We select

this one as it

hasthe smallest

then we need to

redefine the

newweights

raging




































































































Anime sothat

they
add4,91

q
n
n

f

no
then

we
generate




































































































accordingto number lies in which range we add

corresponding obs to the new collection

f
ofobsin new

collection n

obs

Y

7

Now we give new equal weight to then




































































































then we repent the overall process above

Prediction

o

o

Adaboostsummary




































































































Adaboost classification
adaboost

GBM i gradient BootingMachine

gbm

g
regression
regression math behind

y videos on
classification

statQuest
classification math

recommended

by hocam
On Youtube

gbmi gradient boosting machine

for regression

ADA Boost DT
Randomforest




































































































In RF each tree has the same amount of say
On AdaBoost ADA ADB trees havedifferent say


