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Height Favorite Weight

m)  Color 9™ 4o

1.6 Blue Male 88
1.6 Green Female 76
1.5 Blue Female 56
1.8 Red Male 73
1.5 Green Male ‘ 77

1.4 Blue ‘ Female ’ 57
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Gradient Boost is one of the most popular Machine Learning algorithms in use. And get this, it's not
that complicated! This video is the first part in a series that walks through it one step at a time. This
video focuses on the main ideas behind using Gradient Boost to predict a continuous val. Show more
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NOTE: When Gradient Boost is used to
Predict a continuous value, like Weight, we

m say that we are using Gradient Boost for

oﬂgw\o\\ dede. -

Regression.

88
76
56 Using Gradient Boost for Regression is
- different from doing Linear Regression, so

while the two methods are related, don’t get
77 them confused with each other.
57
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Input: Data {(x;,y,)}/_,, and a differentiable Loss Function L(y,, F(x))

n
Step 1: Initialize model with a constant value: Fj(x) = argmin z L(y;,7)

i=1
Step 2: form =1toM:

(A) Compute r,, = [M] for Part 2in this series will dive deep
OFD) N por, o into the math behind the Gradient
Boost algorithm for Regression,
(B) Fit a regression tree to the ri, values and « walking through it step-by-step and
regions Rjm, forj =1...dm proving that what we cover to day is
correct.
(C) Forj=1...Jm compute 7, = argmin Z L(y;, F,_1(x) +7)

xER,
J

(D) Update F,(x) = F,,_;(x) +v z 7l(x € R;,)

jm
j=1

Step 3: Output F,(x)
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* Then Gradient Boost

R builds a tree.

-”- -y -! (USMIW moyimum i ber (r{)
tree beduen -0,

Average Weight |( & IW‘ Cd’Q ,[/ln@ /%UX . ’\2:—’}\\ 2

The first thing we do is
\‘\ *7' ‘Lz calculate the average

Weight H
ko) Weight.

Average Weight

o we calenlate the evrors -

The errors that the previous tree
made are the differences between
the Observed Weights and the
Predicted Weight, 71.2.

N\
4o mean RS Y

:7 (Observed Weight - Predicted Weight) _|,h 0 V\ .8]/ Y UY |- 9 Y'l-_/ - §
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exyoys cve e )7§e duad “(@Huﬂk_

Height Favorite o ier Residual
(m) Color

1.6 Blue Male 16.8
1.6 Green Female 4.8
1.5 Blue Female -156.2
1.8 Red Male 1.8
1.5 Green Male 5.8
1.4 Blue Female -14.2

2 Ahen we builk o New
o ~
g i Her wihh  Xi,¥%y, X

\(----

X Y K
Residual ""ﬂ l)_T f’f)\. (-+ +m \(& §
AN\

1.6 Blue Male 16.8 Ifit " to Predict
it seems strange to Predic N
16 Green  Female 4.8 the Residuals instead of the ( d IQ+MC Q')
” original Weights, just bear _f
15 Blue  Female 152 with me and soon all will "’ }W-V\ we 0’ Q?} Ch VQX.)
1.8 Red Male 1.8 become clear.

15 \ Green ‘ Male 77 5.8
1.4 ‘ Blue ‘Femals 57 -14.2 D

Cia2152] 40 J 15,50 ] 105

Remember, in this example we
are only allowing up to four
leaves...

Gender=F

Height<1.6

Height Favorite Gender Residual
(m) Color

A\ So we replace these
residuals with their
average.

(-14.2 +—15.2)__147

T =\ )



now combine om‘d’;ﬂal Ieﬁf
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O Wit new treg
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Gender=F

Avera?e Wei%ht

Color not Blue

...s0 the Predicted Weight = 71.2 + 16.8 = 88

o\
< N

oksevue V/Z)JH’.

Predicted Weight = 71.2 + 16.8 = 88

Height Favorite . . =~ Weight No. The model fits the

Col k o
= it (9) Training Data too well.
1.6 Blue Male 88

&

So we will scale

Cc;lor not Blue H\/Q A‘f—rQQ V\jr‘%
| 68 lecg ni% ot~

Average Weight ender:F ;

== Learning Rate ){

Gradient Boost deals with this
problem by using a Learning Rate
to scale the contribution from the
new tree.

The Learning Rate is a value
between 0 and 1.

Cwith leanie) ¥ate, 17 meang
G small step +o ths

Yipht divect
Predicted Weight = 71.2 + (0.1 x 16.8 & ’lN 'hO Vl)

Weight
(kg) g .
With the Learning Rate set

to 0.1, the new Prediction
isn’t as good as as it was
before...




S we cglewade qv\faﬂw {reet -

Average Weight 9ender=F

01 X

Color not Blue

"?:"9)"' Favorite  Gender Residual D
Yok -y =
=(88 - (712+01><168))

o]

...and we save that in the
column for Pseudo Residuals.

1.4 Blue Female

Gender=F

Average Weight
[::f:::: i \ / W Color not Blue
16.8 151
The new Residuals are all

48 48 smaller than before, so
we’ve taken a small step in

-15.2 -13.7 X N N
the right direction.
1.8 14
58 5.4
14.2 12.7

we wyew} S\ \mcasy-
&U(D&UW\\MQW\/' /) /[‘(OV"\ ‘{'(YS"‘ tee .

&/

Which is another small step
closer to the Observed Weight.

71.2 + (0.1 x16.8) + (0.1 x 15.1)
= ) Lo cecmdk AT
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+0.1X”
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16.8 15.1

13.6

4.8 4.3 3.9
-15.2 -13.7 -12.4

Each time we add a tree to

1.8 1.4 Tl

the Prediction, the

Residuals get smaller.

...and we keep making trees
until we reach the maximum

specified, or adding
additional trees does not

significantly reduce the size

of the Residuals.

...etc...etc...etc...

a2

That’s all there is to it.

...etc...etc...etc...
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Likes Ao Favorite Loves
Popcorn 9 Color Troll 2
Yes 12 Blue Yes
Yes 87 Green Yes
No 44 Blue No
Yes 19 Red No
No 32 Green Yes Ne
No 14 Blue Yes

log(4/2) = 0.7 > NOTE: These two numbers, the log

Probability of and the Probability are the same ¢
Lovi =07 because I’'m rounding. If | allowed

oving Troll 2 9.
digits passed the decimal place.

No 3 Green Yes

Since madon ty ogiee. Y

...and the Blue Dots, with a
Probability of Loving Troll 2 =1,
represent the four people that
Love Troll 2.

Probability of
Loving Troll 2

Troll 2
Doesn’t Loves
Love

CX,cHo\/'

/ e\ fre

log(4/2) = 0.7

14

Probability of
Loving Troll 2

...which we will put
into our initial leaf.

Jo¢
/)

Ys: log(<-) = 0.7

- S

w| 0o 3013 of *he pokls
s | vest

log(4/2) = 0.7 > NOTE: These two numbers, the log(4/2)

and the Probability are the same only
=07 because I'm rounding. If | allowed 4
digits passed the decimal place...
Iog(%) = 0.6931

elog(4/2)

Ty = 06667

U\/@ of -Furﬂ/'/g; i+ 7v
,7YD‘0 .

7(25 '

go Yl i \/%

Likes

...and we save the
Residual in a new column.

Residual =(1-0.7) =0.3

Favorite Loves :
Popcorn Aoy Color Troll 2 (o \
Yes 12 Blue Yes ,

Probability of
Loving Troll 2

0
Troll 2

Doesn’t Loves
Love

Residual = (Observed - Predicted)



) then we bualA —the tree .

Likes Favorite Loves Reakhal /\ Color = Red

Popcorn Color Troll 2

0.3

¥

-0.7
-0.7
0.3
0.3

NOTE: The derivation of this formula is
quite technical, so I'm saving it for
Part 4 of this series when we get into -
-0.7

the nitty gritty details of Gradient LO (& - D
Boost for Classification. % by = \

| J

> Residual;

Y [Previous Probability, x (1 — Previous Probability,)|
Probability of _ 0.7 and the Prol

Loving Troll 2 bepguse I'r
digits pass

\ - Dl :I’ - "3\’;
0% S |— 0‘1‘_)

N

No 32 Green Yes

¥

Log‘%7 0,

& £
Y Residual;
Y. |Previous Probability, x (1 — Previous Probability)]

©2-0F) 0
S ——
(053 x (oA (A Ufrﬂr)S




Color = Red

-3.3
NOTE: Just like before, the 0-3, "0 7

new tree is scaled by a

| lated s I

T + o0 X g

-3.3

This example uses a relatively large
Learning Rate for illustrative purposes.
However, 0.1 is more common.

-

Initial Probability _ 0.7
of Loving Troll 2~ ™

...so we are taking a small step in
the right direction since this
person Loves Troll 2.

Likes Ao Favorite Loves
Popcorn 9 Color Troll 2
Residual

Yes 12 Blue Yes
BAM!
1.8
Probability = —Sme
1+e!8
Ye 9 Red No C
No 32 Green Yes 0.9
No 14 Blue Yes 0.9
e e el
Color = Red
log(@/2) = 0.7 [l XD ¢ =3 LEE ] 4 08X o7 |
-0.7
-3.3 g E
-1 1.4
...and we scaled the this
o .t“thte\r} "I"e caflculateg ;(hef new tree with the Learning =~ GusiSes
utput Values for each leaf... Rate as well. +
0 X

=
Cos Jlo1.01.01.01)

-2 0.6

...and the Predicted
Probability that this individual
will Love Troll 2 is 0.9.

...and get 2.3 as the
Log(odds) Prediction that

this person Loves Troll 2.
Log(odds) Prediction s

that someone Loves =0.7 + (0.8 x 1.4) + (0.8 x 0.6)

Troll 2:
e 2.3
Probability = —Se
1+ e23
Likes Age Favorite Loves
Likes Age Favorite  Loves Popcorn Color  Troll 2
Popcorn "9 Color  Troll 2

Yes 25 Green 222
Yes 25 Green 7




