

































































































 

KNN K nearest neighbours

Estimates conditional distribution of y given X
andthenclassifies a given observation to the class

with highest probability

Stepi Pick integer K

step20 No test observation

identifying K points in the data that are
closet to the No No

steps it estimates conditional probability for each class j
as the fraction of points in Na whose response values

equals j

Prey j Ino FEELYEj
is

Uproportion of eachclass in the
neibourhoodof Roforevery

pointin the
neibourhood

Step4 Applyes Bayer's rule and classifiers xu to the




































































































closewith largest probability in the
Neibourhood
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